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## Exercise 1

For this exercise we’re going to follow along with the first part of the presentation and compute the error rates for three types of multiple testing correction. Like the presentation, in this example there are 1000 tests and we know when the null and alternative hypotheses are true. For each test we have: - value is from a normal distribution with - value is from a normal distribution with

Here is the data and p-values:

# Do not change this chunk  
set.seed(124)  
T0 = 900;  
T1 = 100;  
x = c( rnorm(T0), rnorm(T1, mean = 3))  
P = pnorm(x, lower.tail = FALSE )

For the first 900 tests is true while for the last 100 tests is true. Throughout this problem you should test with .

### Part 1a

Using the p-values from above how many discoveries are made? If the testing were working perfectly how many discoveries should have been made?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1a -|-|-|-|-|-|-|-|-|-|-|-

#counting the number of times the pnorm function return a value under 0.05. These are our discoveries.  
sum(P<0.05)

## [1] 129

If the tests were working perfectly, we would expect 100 discoveries made. 900 from the mean 0 population would not be rejected, whereas the 100 rejections would be from the mean 3 population (since the null is mean=0)

### Part 1b

If no correction (PCER) is made for multiple testing, then compute the Type I error rate, Type II error rate, and False Discovery Rate. Is the Type I error rate similar to what you would expect? Explain.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1b -|-|-|-|-|-|-|-|-|-|-|-

#PCER - FALSE means reject null (a discovery)  
 #there is no correction to this P value of 0.05.  
test = P > 0.05  
test0 = test[1:T0]  
test1 = test[(T0+1):(T0+T1)]  
 #count the number TRUE and FALSE (i.e. discoveries) in each population: 40 in population 1, 89 in population 2 (now there are some type II errors occurring in the 2nd population sample)  
summary(test0)

## Mode FALSE TRUE   
## logical 40 860

summary(test1)

## Mode FALSE TRUE   
## logical 89 11

#type I error rate  
sum(test0==FALSE)/T0

## [1] 0.04444444

#type II error rate  
sum(test1==FALSE)/T1

## [1] 0.89

#False discovery rate (FDR)  
sum(test0==FALSE)/(sum(test0==FALSE)+sum(test1==FALSE))

## [1] 0.3100775

The type I error rate (~4%) is as expected per the P-value we set at the beginning of the code block of 0.05 (5%). This means we should expect type I error rate to be at or below this 5% threshold.

### Part 1c

Now attempt to control the family-wise error rate (FWER) using Bonferroni correction. Compute the Type I error rate, Type II error rate, and False Discovery Rate. How do these results compare to using no correction as in Part 1b?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1c -|-|-|-|-|-|-|-|-|-|-|-

#PCER - FALSE means reject null (a discovery)  
 #there is no correction to this P value of 0.05.  
btest = p.adjust(P,method = "bonf") > 0.05  
btest0 = btest[1:T0]  
btest1 = btest[(T0+1):(T0+T1)]  
summary(btest0)

## Mode TRUE   
## logical 900

summary(btest1)

## Mode FALSE TRUE   
## logical 17 83

#type I error rate  
sum(btest0==FALSE)/T0

## [1] 0

##type II error rate  
sum(btest1==FALSE)/T1

## [1] 0.17

##False discovery rate (FDR)  
sum(btest0==FALSE)/(sum(btest0==FALSE)+sum(btest1==FALSE))

## [1] 0

The bonferroni correction has accounted for all Type I errors with its extreme conservative approach (pvalue is much smaller to pass the test). However, this has lead to an overcompensation and increased the number of false discoveries in the second population with mean 3 - there are now 83 in the TRUE category.

### Part 1d

Repeat Part 1c using the Bonferroni-Holm Step-Down procedure to control FWER. Are the results any different than when using the ordinary Bonferroni correction?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1d -|-|-|-|-|-|-|-|-|-|-|-

bhtest = p.adjust(P,method = "holm") > 0.05  
bhtest0 = bhtest[1:T0]  
bhtest1 = bhtest[(T0+1):(T0+T1)]  
summary(bhtest0)

## Mode TRUE   
## logical 900

summary(bhtest1)

## Mode FALSE TRUE   
## logical 17 83

#type I error rate  
sum(bhtest0==FALSE)/T0

## [1] 0

##type II error rate  
sum(bhtest1==FALSE)/T1

## [1] 0.17

##False discovery rate (FDR)  
sum(bhtest0==FALSE)/(sum(bhtest0==FALSE)+sum(bhtest1==FALSE))

## [1] 0

There is no difference between the normal bonferroni and the bonferroni-holm method (however i would reccomend the latter since it is more powerful than the plain bonferroni).

### Part 1e

Would either of the Bonferroni correction methods be recommended if you were trying to discover possibly significant results for conducting further research into those results? Explain.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1e -|-|-|-|-|-|-|-|-|-|-|-

If we were conducting exploratory analysis on the dataset, I would not recommend bonferroni because it is too conservative, and we may miss significant results causing a Type II error of not rejecting a false null (and further investigating the alternative for that variable).

### Part 1f

Now apply the Benjamin-Hochberg procedure to achieve a target average False Discovery Rate (FDR) of 5%. Compute the Type I error rate, Type II error rate, and False Discovery Rate. Write a brief summary comparing these results to those above.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1f -|-|-|-|-|-|-|-|-|-|-|-

fdrt = p.adjust(P,method = "BH") > 0.05  
fdrt0 = fdrt[1:T0]  
fdrt1 = fdrt[(T0+1):(T0+T1)]  
summary(fdrt0)

## Mode FALSE TRUE   
## logical 3 897

summary(fdrt1)

## Mode FALSE TRUE   
## logical 58 42

#type I error rate  
sum(fdrt0==FALSE)/T0

## [1] 0.003333333

##type II error rate  
sum(fdrt1==FALSE)/T1

## [1] 0.58

##False discovery rate (FDR)  
sum(fdrt0==FALSE)/(sum(fdrt0==FALSE)+sum(fdrt1==FALSE))

## [1] 0.04918033

In this example with the Benjamin-Hochberg correction vs. the Bonferroni, we “trade” a few type I errors (0 to 3 in this example) for a reduction of type II errors (83 to 42 in this example). It does a nice job controlling our overall false discovery rate (FDR) by keeping it under the 5% specified (~4.9%)

## Exercise 2

A pharmaceutical company is doing preliminary hypothesis testing of hundreds of compounds to see which ones might be useful in treating a rare form of cancer. What form of multiple testing correction should the company use (none, Bonferroni, or FDR)? Explain your reasoning.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2 -|-|-|-|-|-|-|-|-|-|-|-

Not correcting the p-value here would allow for too many type I errors (which would waste time), yet because this is exploratory, using a Bonferroni is too conservative and may cause too many type II errors (actually missing compounds that could be important) - so my final answer is going to be C) FDR, or the benjamin-hochberg correction!

## Exercise 3

Cars were selected at random from among 1993 passenger car models that were listed in both the Consumer Reports issue and the PACE Buying Guide. Pickup trucks and Sport/Utility vehicles were eliminated due to incomplete information in the Consumer Reports source. Duplicate models (e.g., Dodge Shadow and Plymouth Sundance) were listed at most once. Use the data set Cars93 to do the following. (Type ?Cars93 to learn more about the data.)

For the next two exercises we are going to use the Cars93 data set from the MASS package. We’ll delete the data having to do with vans so that we are only dealing with cars. The code to load and prepare the data is here:

Throughout this exercise we’ll compare population mean engine revolutions per minute at maximum horsepower (RPM) of the different types of cars (Type).

### Part 3a

Make a boxplot of RPM~Type. Is it reasonable to assume the RPM distributions are normal and have equal variances for the different types of cars?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 3a -|-|-|-|-|-|-|-|-|-|-|-

#create a boxplot of the car RPM by type.  
boxplot(RPM~Type, data = Cars93, xlab = "Car Type", main = "Distribution of RPM by vehicle type")

![](data:image/png;base64,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)

While there do appear to be some categories of car type that have normally shaped distributions, this does not appear be the case for all types. The type “Md” is skewed to the left, type “Lg” is also skewed to the left with an outlier to the right. “Cm” also has an outlier to the left.

They generally all share the same variance, however type “Md” does appear to have a larger variance than the others.

### Part 3b

Conduct pairwise t-tests with no correction for multiple testing to see which mean RPM’s are different from each other. Summarize your findings including a brief description of which types of cars have significantly different mean RPM ().

### -|-|-|-|-|-|-|-|-|-|-|- Answer 3b -|-|-|-|-|-|-|-|-|-|-|-

#using the Cars93 dataset, conduct pairwise t-tests with no correction and pooled variance.   
 #Use a 5% significance level for testing between pairs.  
with(Cars93, pairwise.t.test(RPM,Type, p.adjust.method = "none", pool.sd = TRUE)$p.value) < 0.05

## Cm Lg Md Sm  
## Lg TRUE NA NA NA  
## Md FALSE TRUE NA NA  
## Sm FALSE TRUE FALSE NA  
## Sp FALSE TRUE FALSE FALSE

There are 4 significant differences out of 10 possible pairs, but Type I errors may be present because no correction method was applied to the p-values. Mean RPM for vehicle type “Lg” is significantly different than for “Cm”, “Md”, “Sm”, “Sp”.

### Part 3c

Repeat 3b, but this time use Bonferroni correction.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 3c -|-|-|-|-|-|-|-|-|-|-|-

#using the Cars93 dataset, conduct pairwise t-tests with no correction and pooled variance.   
 #Use a 5% significance level for testing between pairs.  
with(Cars93, pairwise.t.test(RPM,Type, p.adjust.method = "bonf", pool.sd = TRUE)$p.value) < 0.05

## Cm Lg Md Sm  
## Lg TRUE NA NA NA  
## Md FALSE TRUE NA NA  
## Sm FALSE TRUE FALSE NA  
## Sp FALSE TRUE FALSE FALSE

There are 4 significant differences out of 10 possible pairs, but Type I errors are now, on average, 5% or less because the Bonferonni correction method was applied to the p-values. Mean RPM for vehicle type “Lg” is significantly different than for “Cm”, “Md”, “Sm”, “Sp”.

### Part 3d

Now suppose we actually need to estimate the differences in the population mean RPM types while controlling for Type I errors using the Bonferroni correction. Use the onewayComp() function from the DS705data package with adjust = ‘bonferroni’ to compute the CI’s with 95% overall confidence. How much larger is the mean RPM for small cars than for large cars according to your estimates?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 3d -|-|-|-|-|-|-|-|-|-|-|-

library(DS705data)  
onewayComp(RPM~Type,data = Cars93,var.equal = TRUE,adjust = "bonferroni")$comp[,c(2,3,6,7)]

## lwr upr p adj rej H\_0  
## Lg-Cm -1291.04250 -88.50295 1.393808e-02 1  
## Md-Cm -530.52384 478.25111 1.000000e+00 0  
## Sm-Cm -238.58556 780.25223 1.000000e+00 0  
## Sp-Cm -531.44119 592.15547 1.000000e+00 0  
## Md-Lg 96.75378 1230.51894 1.125310e-02 1  
## Sm-Lg 389.24213 1531.97000 5.951613e-05 1  
## Sp-Lg 101.61027 1338.64947 1.193175e-02 1  
## Sm-Md -171.36579 765.30518 7.082930e-01 0  
## Sp-Md -468.33778 581.32479 1.000000e+00 0  
## Sp-Sm -770.14473 289.19235 1.000000e+00 0

We are 95% confident that the population mean RPM for “Lg” is less than the population mean RPM for “Cm”, “Md”, “Sm”, “Sp” by 88.50 to 1291.04, 96.75 to 1230.51, 389.24 to 1531.97, and 101.61 to 1338.64 RPMs respectively.

### Part 3e

Repeat 3d, but this time use the Tukey-Kramer procedure (use onewayComp() with adust = ‘one.step’ and var.equal=TRUE ). Again, how much larger is the mean RPM for small cars than for large cars according to your estimates?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 3e -|-|-|-|-|-|-|-|-|-|-|-

onewayComp(RPM~Type,data = Cars93,var.equal = TRUE,adjust = "one.step")$comp[,c(2,3,6,7)]

## lwr upr p adj rej H\_0  
## Lg-Cm -1271.0080 -108.5374 1.182831e-02 1  
## Md-Cm -513.7175 461.4448 9.998848e-01 0  
## Sm-Cm -221.6116 763.2783 5.429018e-01 0  
## Sp-Cm -512.7219 573.4362 9.998639e-01 0  
## Md-Lg 115.6425 1211.6303 9.651980e-03 1  
## Sm-Lg 408.2801 1512.9320 5.744492e-05 1  
## Sp-Lg 122.2195 1318.0402 1.020512e-02 1  
## Sm-Md -155.7607 749.7001 3.632245e-01 0  
## Sp-Md -450.8503 563.8373 9.979305e-01 0  
## Sp-Sm -752.4960 271.5437 6.851085e-01 0

We are 95% confident that the population mean RPM for “Lg” is less than the population mean RPM for “Cm”, “Md”, “Sm”, “Sp” by 108.53 to 1271.00, 115.64 to 1211.63, 408.28 to 1512.93, and 122.21 to 1318.04 RPMs respectively.

### Part 3f

Simultaneous confidence intervals increase the width of the individual intervals to limit the probability that one or more of the intervals are wrong. Both Bonferroni and Tukey-Kramer can provide the family of simultaneous confidence intervals and maintain an overall confidence level of 95%. Compare your results from 3d and 3e. Which set of intervals do you think is better? Why?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 3f -|-|-|-|-|-|-|-|-|-|-|-

The Tukey-Kramer has tighter confidence intervals when compared to the Bonferroni corrected CI’s, therefore I would suggest the Tukey-Kramer since it has more accuracy (not as conservative with guarding against the Type I error) in identifying the range for the true difference in population means.

### Part 3g

Even when you’re using a parametric procedure (one that assumes normality for instance), it can be useful to bootstrap the results to validate the choice of parametric procedure. Use onewayComp() to get the Tukey-Kramer confidence intervals with 95% confidence, but add nboot=10000 to have the code approximate the critical values used to construct the intervals using bootstrapping. How do the results compare the theoretically derived Tukey-Kramer results from 3e? Does this increase your belief in the validity of the theoretical Tukey-Kramer results?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 3g -|-|-|-|-|-|-|-|-|-|-|-

#using onewaycomp() to conduct a bootstrapped Tukey-Kramer test (adjust=one.step)  
onewayComp(RPM~Type,data = Cars93,var.equal = TRUE,adjust = "one.step", nboot = 10000)$comp[,c(2,3,6,7)]

## lwr upr p adj rej H\_0  
## Lg-Cm -1270.9485 -108.5970 0.0130 1  
## Md-Cm -513.6675 461.3948 1.0000 0  
## Sm-Cm -221.5611 763.2278 0.5347 0  
## Sp-Cm -512.6663 573.3806 1.0000 0  
## Md-Lg 115.6986 1211.5741 0.0105 1  
## Sm-Lg 408.3367 1512.8754 0.0001 1  
## Sp-Lg 122.2808 1317.9790 0.0109 1  
## Sm-Md -155.7143 749.6537 0.3545 0  
## Sp-Md -450.7983 563.7853 0.9977 0  
## Sp-Sm -752.4436 271.4912 0.6730 0

After running the bootstrapped version of the Tukey-Kramer test and comparing the confidence intervals to the theoretically derived Tukey-Kramer results from the previous step, there is nominal difference between the two (they are different by roughly less than 1 RPM in most cases). Since they are close (and bootstrapping accounts for normality), I feel more confident with the theoretical Tukey-Kramer results.

## Exercise 4

Now we are going to analyze differences in prices for different types of cars in the Cars93 data set. The boxplot below shows that the prices are skewed and variances are different.

boxplot(Price~Type,horizontal=TRUE,data=Cars93)
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### Part 4a

It should be fairly clear that the price data is not from normal distributions, at least for several of the car types, but ignore that for now and use the Games-Howell procedure with confidence level 90% to do simultaneous comparisons (if interpreting the -values use ). (You can use onewayComp() with var.equal=FALSE and adjust = ‘one.step’). Use the CI’s to identify and interpret the largest significant difference in population mean prices.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 4a -|-|-|-|-|-|-|-|-|-|-|-

#using the onewaycomp() function, complete a games-howell (var.equals=FALSE)test to generate pairwise confidence intervals for car prices-type  
onewayComp(Price~Type,data = Cars93, var.equal = FALSE,adjust = "one.step")$comp[,c(2,3,6,7)]

## lwr upr p adj rej H\_0  
## Lg-Cm -1.43351665 13.608517 1.266833e-01 0  
## Md-Cm 0.06552497 17.945839 3.759910e-02 1  
## Sm-Cm -13.29611220 -2.795554 1.192465e-04 1  
## Sp-Cm -6.76232482 9.123039 9.923626e-01 0  
## Md-Lg -6.45877344 12.295137 8.956675e-01 0  
## Sm-Lg -20.46424531 -7.802421 2.789471e-09 1  
## Sp-Lg -13.36906316 3.554777 4.312457e-01 0  
## Sm-Md -24.90872496 -9.194305 8.678284e-08 1  
## Sp-Md -17.53995770 1.889308 1.495367e-01 0  
## Sp-Sm 2.45658636 15.995795 5.542557e-04 1

We are 90% confident that the largest mean price difference in vehicles is between “Sm” and “Md”, where “Sm” is 9.19 to 24.90 thousand dollars less than “Md”.

### Part 4b

Now repeat 4a, but since the price distributions are skewed use bootstrapping by specifying nboot=10000 in onewayComp(). Summarize how these results are different than in 4a.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 4b -|-|-|-|-|-|-|-|-|-|-|-

#using the onewaycomp() function, complete a bootstrapped version of the games-howell (var.equals=FALSE) test to generate confidence intervals  
onewayComp(Price~Type,data = Cars93, var.equal = FALSE,adjust = "one.step", nboot = 10000)$comp[,c(2,3,6,7)]

## lwr upr p adj rej H\_0  
## Lg-Cm -3.7199761 15.894976 0.2063 0  
## Md-Cm -2.9831705 20.994534 0.1189 0  
## Sm-Cm -14.7101509 -1.381516 0.0267 1  
## Sp-Cm -9.2832327 11.643947 0.9922 0  
## Md-Lg -9.5924165 15.428780 0.8892 0  
## Sm-Lg -21.6961117 -6.570555 0.0028 1  
## Sp-Lg -15.9646833 6.150398 0.4657 0  
## Sm-Md -27.2858500 -6.817180 0.0061 1  
## Sp-Md -20.8566406 5.205991 0.2265 0  
## Sp-Sm 0.8300163 17.622365 0.0372 1

We are 90% confident that the largest mean price difference in vehicles is between “Sm” and “Md”, where “Sm” is 6.81 to 27.28 thousand dollars less than “Md”.

### Part 4c

Are the results in 4a and 4b very different? Which results seem more trustworthy, those in 4a or in 4b? Explain.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 4c -|-|-|-|-|-|-|-|-|-|-|-

## The results in 4b (bootstrapped version) seem a bit more trustworthy even though the confidence interval is a bit larger than the non-bootstrapped version. The reason im going with the bootstrapped version is because per the boxplots, these population’s sample price do not look normally distributed and therefore would skew the results of the standard. Both the Tukey and Games tests require normality as a condition.

### Part 4d

Since the prices are skewed it might be better to report differences in medians than in means. Use the boot package and Bonferroni correction to bootstrap 4 simultaneous confidence intervals with overall confidence level 90% for the difference in population median price between Sporty Cars and each of the other four car types. You don’t need to interpret the results.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 4d -|-|-|-|-|-|-|-|-|-|-|-

#load the bootstrap package  
library(boot)  
  
 #creating the auxiliary function - it requires a dataframe "d", where the quantitative variable of interest is in column1  
 #column2 contains the factor variable  
bootMedDiff <- function(d,i){  
 #use tapply to apply the median() calculation to the values (re)sampled from the bootstrap.   
 #again, values are in the column 1 of the current data frame, and factor is in column 2. tapply applies based on these factors  
 meds = tapply(d[i,1],d[,2],median)  
   
 #now, calculate differences in median per this bootstrap iteration. We are only focused on sporty cars, so commenting out the other pairs.  
 c(meds[5]-meds[1],#Sp-Cm  
 meds[5]-meds[2],#Sp-Lg  
 meds[5]-meds[3],#SP-Md  
 meds[5]-meds[4]#,#Sp-Sm  
 #meds[4]-meds[3],#Sm-Md  
 #meds[4]-meds[2],#Sm-Lg  
 #meds[4]-meds[1],#Sm-Cm  
 #meds[3]-meds[2],#Md-Lg  
 #meds[3]-meds[1],#Md-Cm  
 #meds[2]-meds[1] #Lg-Cm  
 )  
}  
  
 #create the bootstrap object using just the Price & Type from Cars93 dataset.   
boot.object = boot(Cars93[,c("Price","Type")],bootMedDiff,R=5000,strata = Cars93$Type)  
  
#Calculate the various pairs of confidence intervals. Because we're completing 4 sets of tests, m=4.  
  
 #Sporty Cars vs. other  
 #Comparison: Sp-Cm  
boot.ci(boot.object, conf = 1 - 0.10/4, type = "bca", index = 1)$bca[4:5]

## [1] -5.45 8.45

#Comparison: Sp-Lg  
boot.ci(boot.object, conf = 1 - 0.10/4, type = "bca", index = 2)$bca[4:5]

## [1] -10.22892 5.10000

#Comparison: SP-Md  
boot.ci(boot.object, conf = 1 - 0.10/4, type = "bca", index = 3)$bca[4:5]#<--this median appears to be shifted 19.69 to .62 < than Medium cars.

## [1] -19.42089 -0.40000

#Comparison: Sp-Sm  
boot.ci(boot.object, conf = 1 - 0.10/4, type = "bca", index = 4)$bca[4:5]#<--this median appears to be shifted 3.50 to 13.63 > than Small cars.

## [1] 3.45 14.10

##### instructions say these additional CI's are not needed #####  
  
 #Small Cars vs. other (sporty already in above section)  
 #Comparison: Sm-Md  
#boot.ci(boot.object, conf = 1 - 0.10/10, type = "bca", index = 5)$bca[4:5]  
 #Comparison: Sm-Lg  
#boot.ci(boot.object, conf = 1 - 0.10/10, type = "bca", index = 6)$bca[4:5]  
 #Comparison: Sm-Cm  
#boot.ci(boot.object, conf = 1 - 0.10/10, type = "bca", index = 7)$bca[4:5]  
  
 #Medium Cars vs. other (sporty & small already in the above section)  
 #Comparison: Md-Lg  
#boot.ci(boot.object, conf = 1 - 0.10/10, type = "bca", index = 8)$bca[4:5]  
 #Comparison: Md-Cm  
#boot.ci(boot.object, conf = 1 - 0.10/10, type = "bca", index = 9)$bca[4:5]  
  
 #Large Cars vs. other (sporty & small & medium already in the above section)  
 #Comparison: Lg-Cm  
#boot.ci(boot.object, conf = 1 - 0.10/10, type = "bca", index = 10)$bca[4:5]